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Abstract: The effect of small amplitude anisotropic peptide plane motion on residual dipolar couplings
(RDC) measured in proteins has been investigated. RDC averaging effects in the presence of GAF (Gaussian
axial fluctuation) motions are found to vary strongly depending on the peptide plane orientation. Even low
amplitude dynamics can significantly affect derived alignment tensor parameters if this motion is not taken
into account. An analytical description of averaged N—NH RDCs is introduced that includes basic GAF-like
motion. The averaging depends on the orientation of the peptide plane (o, 3, y) in the alignment frame and
on the motional amplitude (o). This expression is used to investigate the presence of anisotropic
reorientational dynamics in proteins by incorporating ¢ as an additional parameter into the alignment tensor
analysis. Average GAF amplitudes (0.y) are determined for secondary structural elements from single
experimental N—NH RDC data sets from five different proteins, in combination with high-resolution structural
models. This yields statistically significant improvement over the static description, and detects o, values
ranging from 14.4 to 17.0° for the different proteins. A higher value of g,y = 20° from loop regions was
found using two independent sets of N—NH RDC in the protein lysozyme, for which a very high-resolution
structure is available. Comparison of fitting behavior over 13 structures from lysozyme of crystal diffraction
resolution ranging from 0.9 to 2.1A indicates a small spread of motional amplitudes, demonstrating that
the method is robust up to this level of resolution. A combined definition of *C—C’' and N—NH RDC under
the influence of GAF motions allows simultaneous fitting of both RDC. Application to three proteins leads
to similar g,y values and a more significant improvement with respect to the static model. Using the GAF
model to describe conformationally averaged RDC is important for two reasons: a more accurate definition
of the alignment tensor magnitude can be derived, and the method can be used to detect average small
amplitude motions in protein backbones from readily accessible data, on time scales not easily sampled
by other NMR techniques.

Introduction averaging has been recognized since the earliest work on weak

alignment of proteing® Most commonly RDCs have been used

to invoke differential dynamics when alignment characteristics

change significantly in distinct regions of a molecule, for

example in multidomain proteifior between sugar moieties

in carbohydrate$® A similar approach has been used to study
he local dynamics of dipeptide fragments containing up to eight
ifferent spin-pair couplings along the protein backb&he.

The effect of simple motional averaging of an axially
symmetric nature on measured RDC can be expressed as an
order parametel$, and therefore a phenomenon that linearly
scales expected RDC values for the static vector. Assuming that
no additional motion occurs, this parameter can be directly
related to thes? order parameter encountered'fil relaxation

Dipolar couplings measured under conditions of weak align-
ment-2 provide highly precise information defining the orienta-
tion of internuclear bonds relative to a molecule-fixed frame, a
characteristic that makes these parameters particularly powerful.
for biomolecular structure determinatiér® Although static
models can closely reproduce experimentally measured residual
dipolar couplings (RDCs), these measurements actually report
on averages over relatively long time scales as well as over the
entire population ensemble. It is of great interest to access this
information, as the time scale that is sampled, up to the
millisecond range, is highly complementary to dynamics in the
picosecond to nanosecond time scale detected from NMR spin
relaxation studie&. The importance of this conformational
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studies of protein&>13Recently, the possibility of studying more  The other two axiso and 3, lie in the peptide plane and
complex motional properties of individual-N'H vectors has  perpendicular to it, respectively°N and 13C relaxation rates
been elegantly demonstrat&din this work, analysis of a 10-  have been fitted to this, or similar dynamic mod#ig®22-23or
ns MD simulation showed that complex dynamic averaging the case of ubiquitin, angular amplitudes @f = 16.6° and
effects could be detected if at least five independent sets of o, = o3 = 6.7° were derived for those residues displaying a
RDCs were available. This methodology is essentially “model- Gaussian axial fluctuation behavior in the MD simulatfén.
free” as no specific motional model is invoked in the definition. Ulmer et al. also note that their analysis of-NH RDCs
The direction and amplitude of angular sampling of the measured in five alignment media can be in agreement with
internuclear vector is described purely in terms of average the presence of anisotropic motion in proteint®Grhe RDC
second-order spherical harmonidsy [l The application of this averaging observed in this study allows the authors to place a
methodology to RDCs measured in 11 different alignment media limit on the amplitude of anisotropic motions that is similar to
subsequently allowed the authors to characterize the motionalthat derived from spin relaxation analysis.
properties of N-NH vectors along the peptide chain of ubig- Following these leads, we investigate here the effects of
uitin.1® This study detects a degree of mobility that is not visible anisotropic peptide plane motions on RDCs and assess the
from relaxation studies, presumably therefore in the nano to possibility of incorporating this kind of dynamic motion into
millisecond time scale. A philosophically similar model-free the analysis of experimental data. To achieve this, we have used
analysis has recently been published, which describes thethe 1D- and 3D-GAF geometric models to describe local peptide
averaged RDCs, again from multiple alignment media, in terms chain motions. From numerical simulations, we observe highly
of a single matrix. This approach determines the elements of heterogeneous averaging effects, depending on the orientation
unknown matrices containing both structural and dynamic of the peptide plane with respect to the alignment tensor. We
information and the alignment properties of the media that in initially demonstrate some salient features of RDC averaging
combination can give rise to these d#tin this case, the authors  in this motional regime and the expected effects of this averaging
do not present absolute motional amplitudes, but show relative on alignment tensor determination. These effects are reproduced
order-parameters that show some correlation with those derivedin experimental data sets from our laboratory and in other
from 15N relaxationt’ published data sets and are found to perturb the precision to
A more recent investigation has demonstrated the use ofwhich molecular alignment tensors can be determined. This is
multiple RDCs from different spin-pairs in the peptide unit important because imprecision in alignment tensor determination
measured in up to five alignment media to study the fine details will affect the eventual accuracy to which both structure and
of backbone structure and dynamics in solufidiThis study dynamics of proteins can be extracted from experimental RDC.
demonstrates that even a high-resolution crystal structure canAn analytical expression is then presented that describes the
be further refined using '€ C* and C—N RDCs to produce a  dependence of the averaged RDC on peptide plane orientation
single backbone conformation in agreement with all five sets and motional amplitude under the influence of GAF motions.
of N—NH couplings. This provides evidence for somewhat This allows the incorporation of an average amplitude for
smaller amplitude N-NH vector motions than those identified peptide plane reorientation into the analysis of single-medium
by the model-free analyses described above. N—NH RDC data sets or combined-N'H and®C;_;—°C; data
Importantly all of these analyses identify the possible presence sets. We present the application of this approach to the study
of anisotropic components to the-NH vector motion. It is of anisotropic peptide plane dynamics in six different proteins,
accepted that backbone dynamics are complex processes andetecting average values of around 1%5n secondary structural
that no single geometric model will be universal. Nevertheless, elements. This analysis provides a statistically significant
extensive molecular simulations in peptitfand in ubiquitir® improvement compared to static, or axially symmetric descrip-
have shown that anisotropic motions, in the form of Gaussian tions. All of this work demonstrates the utility of using the GAF
axial fluctuations (GAF) around the average position, can be motional model for the interpretation of dynamically averaged
useful to characterize fundamental backbone motions in proteins.RDC measured in proteins. This general method allows the
Brischweiler and collaborators have shown that rigid peptide estimation of average amplitudes of anisotropic motions and
plane fragment motion can be described by a three-dimensionalprovides a more precise determination of alignment tensor
GAF motion (3D-GAF) comprising independent rotations of magnitude from experimental data.
amplitudeo, s, around three orthogonal axas, (3, y) fixed in Theory

the peptide plane. The main axis of rotatign,lies long the Analytical Description of RDCs under 1D- and 3D-GAF

axis Gy~ C*%, and a reduction of the 3D-GAF model compris- ;i Averaging. In the presence of directional averaging
ing this major component alone (1D-GAF) was initially the measured residual dipolar coupling is given by

proposed to interpret spin relaxation derived order paraméters.
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where angular parentheses indicate the average angular termsand inserting these into eq 4, we can simply derive the following
Az andA, are the axial and rhombic components of the alignment expression:
tensor, and? and ¢ describe the orientation of thig vector

relative to the alignment tensor. We can also express this in _ %Vjﬂoh[éa _
terms of averaged spherical harmonics: Dn-vild-car 16753 4{51(3 cosp — 1)+

3s,sin’f cosi} + gAr{ s,;sin’f cos2y +

/167 3
[D.[FK —{W 0, [H-\/:RDY 0,0)H
! A/ 75 | Hod09) g (Y2l 0:0) Zsz(cos‘lgcos%l + sin“gcosﬁz)}] (6)
D(22(9,¢’)D]} (2) )
with

whereR = (A/Ay). The advantage of this descriptionis thatwe 6, =o+7y; d,=a—y; s=1+ 3e‘2‘fz;
can easily transform eq 2 from one reference frame to another
using the transformation properties of the average spherical
harmonics rotated by Euler angles, (3, y):

s,=1-¢%

(o, 5, y) define the orientation of the local peptide plane frame
relative to the tensor. By inspection, this reduces to eq 1 when

2 _ o =0, with 8 = 6 andy = ¢. Under these conditions the
R(a, B, 7) Yo m(0.¢) = z e dM'M(Z)(ﬂ)eﬂyMYz,M'(Qy@ measured coupling is independent of the orientation of the

M==2 (3) peptide plane relative to the-N'H vector (defined by the angle

Olpp)-
. i . . This description will be shown to be valid for the-YH

Following the logic presented previousty!-*>we then describe  yector and can satisfactorily reproduce simulated 1D-GAF

simple motional averaging of the spherical harmonics in the motional amplitudes, despite the fact that the rotational axis is
peptide plane frame, and transform these into the alignment 5¢qally tilted by 11 from the“C;_,—*C; vector. We will call

tensor frame using the appropriate Euler rotation for each this motional model the ortho-1D GAF or o-GAF. We then

individual peptide plane: define the average NNH RDC measured under this motion
[DnHI-GAF-
1 +2 : ® Methods
N - WV e 1% ,
;L= KA, 5 Mz_ze M Gyo(Bpp) Yo (0.60) L1 Gaussian Axial Fluctuation Monte Carlo Simulations and
Analysis. The effect of the 3D-GAF motion on the RDCs was simulated
3 12 Cia a2 —iy for four different peptide plane vectors: NH, C'—NH, *C—C', and
—R( Z e "M dya(Bppe MMy, (6,¢) CH C'—N, from the coordinates of the protein, the definition of the tensor
8 w=2 (As A, 0, ¢, ) and the amplitudes of the 3D Gaussian fluctuations,
+2 _ _ 0y, 03, ando,. Unitary vectors joining desired spin pairs were submitted
Z e_'aPpM'dﬁ,)z(ﬂp p)e_'“’"M Yo (6,0)0 (4) to three consecutive rotations around the 3D-GAF axes (see Introduc-
V=" tion).2° The normalized vector betweéfi—; and*C; defines the axis

y, around which first 3D-GAF motion takes place. The angle of rotation

of the N=NH vector around th&C;_;—*C; vector is randomly chosen
In this case the rotatiorugy, Spp, ypp) describes the transforma-  from a Gaussian distribution centered at 0.0 and with an amplitude of
tion from the alignment tensor principal axis system into the ¢,. Resulting coordinates of the first GAF motion were rotated around
local peptide plane frame. In this local frame thexis lies the o axis, a vector in the peptide plane perpendicular to*e;—
along the average NH direction, and the logalxis along the oC; axis. The extent of this rotation is extracted from a Gaussian
projection of the average'Ci—;—°C; axis into the plane distribution centered on 0.0 and with an amplituder@fThe resulting
perpendicular to this. coordinates were rotated a third time around fhaxis, which lies

On averaging the spherical harmonics in the presence ofperpendicularto the two previous axes, orthogonal to the peptide plane.

Gaussian axial fluctuations about texis (such that = 0) The _extent of _this rotatipn comes from a Gauss_ian distrib_ution of
. . amplitudeo;. Final coordinates were transformed into the alignment
of this frame, using! tensor principal axis system using the initially defined Euler angles
and RDC values were calculated using the standard equafibis
oo ) rocess was repeated 50 000 times for every peptide plane of the protein.
[Cosfy) U= f,de p(x) cosfry) =e ™" o cosfmy,) gmplitudes usgd for 3D-GAF Monte CarrI)c/)psipmuIat?ons were tEose
obtained previously combining a long MD simulation and measured
15N and®3C' relaxation ratesio, = 16.6’ ando, = o3 = 6.7°.20 RDC
where values assuming no dynamic averagims{) were calculated from
the protein coordinates and the appropriate definition of the tensor.
_ X112 220 Generation of 1D-GAF conformations and RDC ensembles was
p(x) = (275(7% ) e (5) performed using the same approach with= o3 = 0. A value ofo,
= 15° is used for all 1D-GAF Monte Carlo simulations. The average

(22) Eislgh%r,JM-AW- E-r;]ZengS, L&glge;n%ig.;lggz,gvyi;zhggizumdar, A.; Zuiderweg, of those 50 000 RDCs generated is definedas
(23) Pang, V.. an}i'den/(veen;' EO_ R. P. Am. Chem. So®00Q 122 4841 Site-specific effects of individual peptide plane motion on RDC

4842, averaging can be measured through the paramteigrthe difference
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between the RDC that one would expect if no dynamic process were
presentDsi; and the averaged RDC from Monte Carlo simulations,
Dav

Adyn = Dstat_ Da

v )

The skewness paramet8&k was used for the analysis of the histograms
of the accessible RDCs generated with the Monte Carlo simulation
program.Skdescribes the shape of a distribution wittmembers with
respect to its average valuB[J

1 N
k== = s
S NJZ[{(DJ DO} {0p}] ®)

Hereop is the standard deviation of the sampled RIDE,A positive
value of Skimplies an asymmetric distribution extending out toward
more positive values of RDC, a negative value indicates the contrary.
If the distribution is symmetricSk= 0.

Structural Models for SiR and MsrA and Experimental Data
Sets.X-ray crystallographic structures of highly homologous molecules
of the 18 kDa Flavodoxin-like domain of Sulfite reductase (FP18
SiR) have previously been used to model the structure of this protein
on the basis of primary sequerféghis structure is again used here to

represent the solution conformation. The methionine sulfoxide reductase

structure fromEscherichia cof® was used to represent the solution
conformation of the molecule fro&rwinia chrysanthemi

For simulation purposes protein SiR was used and the Euler angles

that define the alignment tensor in a bacteriophage Pf1 solution were
used: § = —59.85, ¢ = 97.60, andy = 47.85.2* This structure was
refined to contain no energetically unfavorable definitions of peptide
planes.

Backbone N-NH and C—“C RDC from these two molecules aligned
in Pf1 bacteriophagéhave previously been presemtéti and are used

llse? 5lym,*® 1fow,*¢ 1lyz*” 1hsw?® and 1jpo?®

Determination of Alignment Tensors.The program ModuRé was
used to fit alignment tensor parameters, (A, 6, ¢, y) for both
experimental and simulated RDC data sets. Unless stated, vector
distances: N-NH, *C—C', C— NH, and C—N were set to the values
of 1.02, 1.53, 2.05, and 1.33 A, respectively. Note that the'N
distance of 1.04 A, which is the motionally scaled value calibrated in
an earlier study, is not used here unless otherwise stated. The reasons
for this choice will become clear in the Results and Discussion section.

A modified version of the program Module has been used for the
simultaneous determination of the amplitude of 1D-GAF motion,
and the alignment tensor parameters. This version of the program
introduces the analytical equation that describes'N RDCs under
an ortho-GAF motional regime (eq 6). In this case six parameters are
extracted Qs A, 6, ¢, ¥, o). Simultaneous fitting of N-NH and
¢C—C' RDCs measured in the same alignment medium has been also
performed using the same modified version of Module.

The statistical significance of the fitting using the additional
parameters, compared to the standard approach, is evaluated using
standard~-test analysis, the paramefeindicates the probability that
the improvement in the error using one additional parameter is due to
random fluctuations.

Noise Simulations.Random structural noise was simulated using
the same program as used for simulating the 3D-GAF, with three
successive rotations of each individua-NH vector around the, 3,
andy axes. In this case the amplitudes of the three rotations were varied
randomly from Gaussian distributions of equal widéhgcentered at
zero. Additional structural noise simulations used the same program
as for simulating 1D-GAF, with one rotation of each individuat™H
vector around théCi_;—°C; axis. The amplitude of the rotation was
varied randomly from a Gaussian distribution of width,. centered
at zero. A total of 100 different structures were generated for each
simulation. Final results represent the average over this ensemble.
Random noise was selected from a Gaussian distribution of wigth

on the analysis presented here. Other published RDC data sets has begRgsits and Discussion

used in this work: ubiquitin in numerous different alignment mé#ig,
Protein G in five different alignment medi&gdihydrofolate reductade
(DHFR) studied in bicelles and C12E5/hexanol mixfidrand lysozym#
studied in bicelles and bicelles doped with CTABHigh-resolution
X-ray structures have been used for the fitting of the alignment tensor
for those data sets: 1ule),ligd 3¢ 3dfr3” and 3IzE8 for ubiquitin,
Protein G, DHFR, and lysozyme, respectively. A total of 12 additional
X-ray and neutron diffraction structures were used to fit the lysozyme

data to address the dependence of structure resolution on the behavior

of the ortho-GAF approach: 1IR8193I° 1hf4,41aki,*?1lkr, 3°1Izn
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The aim of this study was to determine the extent to which
the Gaussian axial fluctuation (GAF) model for peptide plane
backbone motion can be used to incorporate dynamic informa-
tion into the analysis of dipolar couplings measured in weakly
aligned proteins. To understand this we have undertaken a
detailed characterization of the averaging behavior of backbone
RDCs in the presence of these motions.

Averaging of RDCs in the Presence of Gaussian Axial
Fluctuation Motion. In a first step, we simulated conforma-
tionally averaged NNH RDCs Dg,) using the 18 kDa domain

of sulfite reductase, assuming a one-dimensional GAF motion
of amplitude ¢ = 15°) about the*Ci_;—“C; axis at all N-NH

sites. These are compared to values calculated assuming a static

(41) Vaney, M. C.; Broutin, |.; Retailleau, P.; Douangamath, A.; Lafont, S.;
Hamiaux, C.; Prange, T.; Ducruix, A.; Riekautt, M.Acta Crystallogr. D
2001, 57, 929-940.

(42) Artymiuk, P. J.; Blake, C. C. F.; Rice, D. W.; Wilson, K. WActa
Crystallogr. B1982 38, 778-788.

(43) Bon, C.; Lehmann, M. S.; Wilkinson, @cta Crystallogr. D1999 55,
978-987.

(44) Kurinov, I. V.; Harrison, R. WActa Crystallogr. D1995 51, 98—110.

(45) Sundaralingam, M.; Rao, S. RCSB Protein Data Bank, Deposition Date
July 1995.

(46) Biswal, B. K.; Sukumar, N.; Vijayan, MActa Crystallogr. D: Biol.
Crystallogr.200Q 56, 1110-1119.

(47) Diamond, RJ. Mol. Biol. 1974 82, 371—392.

(48) Sukumar, N.; Biswal, B. K.; Vijayan, MActa Crystallogr. D: Biol.
Crystallogr. 1999 55, 934-937.

(49) Bradbrook, S.; Deacon, A.; Habash, J.; Helliwell, J. R.; Helliwell, M.; Nieh,
Y. P.; Snell, E. H.; Trapani, G.; Thompson, A. W.; Campbell, J. W.;
Allinson, N. M.; Moon, K.; Ursby, T.; Wulff, M.Proc. SPIE-Int. Soc. Opt.
Eng.1995 2521, 160.

(50) Dosset, P.; Hus, J.-C.; Marion, D.; Blackledge, MBiomol. NMR2001,

20, 223-231.



Peptide Plane Dynamics in Proteins ARTICLES

If a static tensor approach is applied to the analysis of 1D-
GAF averaged data, for example to determine the alignment
tensor from a known structure, the resulting value®pand
A will also be scaled by an effective average order parameter
[($*(relative to the true values. To illustrate this point we have
fitted the dynamically averaged data, using a 1D-GAF amplitude
of 0 = 15°, to a static tensor using the program Module (Table
1). This yields values of, and A, scaled by 0.91 (the Euler
angles are more or less unchanged). The reasons for this become
clear when we realize that this factor can also be extracted from
the slope ofAqyn againstDg for the distributions shown in
Figure 1. This uniform scaling factor only partially accounts
for the anisotropic dynamic component and leaves the remaining
“scatter” to be interpreted as experimental noise, hence the high
%2 value.

We have investigated the reasons for the inhomogeneous
scaling of RDC in the presence of equal amplitude GAF-like
motions in more detail by inspecting the distributions of sampled
4 RDC with respect to the explored angles relative to the tensor.
For the sake of simplicity we initially illustrate this behavior in

>

o = N O »
I

Adyn (H2)

)
|

!

'
-
! !

T T T T T T T T T T T T T T T

Agyn (H2)

: the presence of an axially symmetric alignment tensor, so that
2 the angular sampling can be expressed by a single parameter
= 6. RDC sampling for four differently oriented residues is shown
< in Figure 2.
-%’ 0 The different behavior for these sites is evidently related not
< only to the average direction of the-N'H vector of interest
2 with respect to the alignment tensor, but also to the direction
-3

.. of the rotation axigCi—1—*C;. This is exemplified in residues
-4 L A68 and T71 which present almost equivalent static RDCs

5 f . . (16.78 and 16.98 Hz) but explore a very different range of
40 30 20 -10 O 10 20 30 40 - . ;
RDCs, giving rise to very differenf\qy, for the two vectors,
Dgtat (H2) (0.12 and 2.98 Hz). Figure 2 also shows RDC sampling for
Figure 1. Effects of anisotropic peptide plane motion on average'N residues A68 and K109 for which the value/ad, is very small

RDC. Distribution of values ofAqyn (Dsiat — Day) with respect tDser 0.12 and 0.04 Hz). For residue A68, there is almost no samplin
calculated for 144 peptide planes distributed throughout the model protein ©. ) ): ’ piing

SiR, assumingr = 15° 1D-GAF motion. Simulations were performed for of ¢ be_cause t_hécifl_aci _"Otation axis is nearly parallel to
different alignment tensors with (& = 0, (b) Ar = AJ3, (C) Ar = 2A43. the unique axis of the alignment tensor. The-™H bond

ﬁc’ﬁmﬁn value oﬁdaf= ﬁle.lt)tx_ 10‘:_ and Euler angles desﬁfilt)teg in the I,dtherefore moves along an RB@ocontour arc in the equatorial
o v e B " plane, sampling a very narrow disirbutin of RDCS. On the
symmetric motion would give a linear relationship betweeig, and Dsa other hand, K109, whose peptide plane lies inxthg plane of
the tensor, samples directions orthogonal to this, covering the
full range of RDC, fron+17 to—34 Hz. The very small value
model Osta). RDC averaging (measured gy, €q 7) in the of Agyn comes from the precise compensation of RDCs higher
1D-GAF motional regime is found to vary considerably depend- and lower than the static value and results in a nearly negligible
ing on the orientation of the peptide plane. This is illustrated in shift compared to the static value. Residues showing sharp and
Figure 1, where equal amplitude motions are shown to result asymmetric distributions of accessible RDCs tend, on the other
in very different scaling effects on the effective RDCs from hand, to derive from residues with large valuesAgf, (T71
different sites in the moleculeDg). These averaging effects  and A80 in Figure 2 havAgyn values of+2.98 and—3.14 Hz,
can give higher, lower, or negligible effects on the RDC values respectively).
compared to the static value, depending on the orientation of Asymmetry of RDC Sampling and Dynamic Averaging.
the peptide plane relative to the alignment tensor. The generality of the observation that nonuniform averaging
This is in contrast to the case of cylindrically symmetric effects are correlated with the symmetry of RDC sampling was
motion of uniform amplitude, where RDC values would be examined by measuring the degree of asymmetry of the RDC
scaled identically throughout the molecule, independent of the distributions in terms of the skewness parame$r (see
peptide plane orientation. If the amplitude of these motions is Methods). Figure 3 shows the parame$for all residues of
assumed to be uniformgyy is a linear function oDsa: such the model protein as a function of the absolute vah4g, for
that Agyn = (1 — S®)Dstas Where S* is the order parameter  three different degrees of rhombicity, assuming 1D-GAF motion.
common to all sites. Standard alignment tensor analyses, usingn general low values ofAqgyn coincide with low values of
a static model, implicitly make this assumption, and an average skewness, characterizing essentially symmetric sampling. This
order parametei3{is effectively absorbed into the alignment confirms the general nature of the observation, illustrated for
tensor magnitude. certain residues in Figure 2, that an asymmetric distribution of
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Table 1. Analysis of N—=NH RDC

a. Analysis Using Static and Ortho-GAF b. Analysis of data from Lysozyme Aligned in Charged Bicelles
Averaging Models* Using 13 Different Structural Models™
data fit A (1074 o (deg) 22N p resolution (A) fit o (deg) 2N p°
simulated static® 17.9 1.26 —10 0.9 static” 2.05
1D-GAF¢ dynd 194 143 0083 10 (Glzt) dyn° 18.8 173 0.000 09
simulated static 17.2 1.21 10 1.1 static 1.40
3D-GAP? dyn 18.6 143 0.12 <10 (11ks) dyn 17.4 1.14 0.000 01
SiR static 17.5 5.58 1.3 static 1.34
% dyn 194 155 520 00% (1931) dyn 12.1 1.2 0.08
MSR static 14.7 2.59 1.45 static 1.76
(59)¢ dyn 162 144 238 002 (1hf4) dyn 16.0 1.60 0.003
DHFR static 8.4 0.76 1.5 static 1.76
82" dyn o1 128 om 00 (laki) dyn 172 154 0.0005
DHFR static 9.1 1.7 0.05 1.6 static 2.11 0.02
51y dyn 104 17.3 1.5 ' (11kr) dyn 14.9 1.99 ’
ubiquitin static 12.7 2.07 1.7 static 1.76
61y dyn 138 147 185 001 (11zn)? dyn 185 1.46 0.000 04
. . 1.7 static 2.57
lysozyme Bick static 14.7 2.84 0.05 (l1se) dyn 16.0 241 0.01
(ss —52) dyn 16.6 16.5 2.62 ' :
. g 1.8 static 1.99
lysozyme Bic static 13.6 433 0.002 (5lym) dyn 175 1.74 0.0006
(loop 51) dyn 16.5 19.6 4.00 ’ ;
1 Bi tati 14.1 3.25 L9 saue 2 0.002
ysozyme biC static . . 1f d 17.8 2.19 .
@all - 103) dyn 164 179 289 00003 (ltow) yo
lysozyme ch Bic  static 119 2.03 20 saue 312 0.13
ysozyme ch Bic  stati : : 11 d 19.4 851 '
(ss = 50) dyn 135 170 181 0% o2 oA 526
lysozyme ch Bic  static 109 1.93 0.001 (hsw) dyn 16.5 2.06 0.004
(loop — 47) dyn 13.2 20.1 1.50 ' : ' )
lysozyme ch Bic  static 11.3 2.05 21 statc 1.93 0.0007
: ’ 1j d 17.2 1.70 '
(all - 97) dyn 132 188 173 000009 (Lipo) yn

2146 vectors were simulated using 50 000 Monte Carlo simulations of 1D-GAF motions abd@@; the“C; axis (@ = 15°) using tensorga = 19.4 x
104 A =12.9x 1074 0 = —26°, ¢ = 83, y = 77°). ® 146 vectors were simulated using 50 000 Monte Carlo simulations of 3D-GAF motigrs &5
= 6.7, 0, = 16.6°); same tensor as for footnoge ¢ Refers to fitting Aa, A, 0, ¢, ¥) assuming static structure. Fittég, 6, ¢, andy values are found in
the Supporting Informatiorf Refers to fitting A, A, 0, ¢, ¥, 0) using eq 68 Errors due to experimental and structural noise were combined to give a value
of 2 Hz for all experimental data sefsRDC measured from protein aligned in ph&§e? RDC measured from protein aligned in ph&ge! RDC measured
from protein aligned in bicelle¥. ' RDC measured from protein aligned in C12E5/ethanol mix¢ureRDC measured from protein aligned in CHAPSO/
DLPC/CTAB (10:50:1; 4%}¥3 X All lysozyme data from ref 33.Probability that the improvement in the fit is due to random fluctuatfbfihe same data
set consisting of 97 RDCs measured in loops and secondary structural elements from lysozyme aligned in chargé&tviécellitsed to each of the
structures listed using the dynamic and static modeRefers to fitting As, A0, ¢, 1) assuming static structureéRefers to fitting £, Ay, 0, ¢, ¥, 0) using
eq 6.P Probability that the improvement in the fit is due to random fluctuatiddeutron diffraction structure (1lzn.pdb).

sampled RDC is responsible for dynamic averaging effects in secondary structural elements from the same protein. This allows
this simple motional regime. a comparison of expected behavior in the presence of 1D-GAF
Selection of Optimal Residues for the Calculation of motion with the behavior of experimentally measured data for
Alignment Tensor Parameters.Simulations of equal amplitude  the same tensor and number and distribution of data points.
1D-GAF peptide plane motions thus indicate a clear differential Figure 4 shows the analysis for two different proteins, SiR and
averaging behavior depending on the orientation of the peptide MsrA, both aligned in a bacteriophage solution. Value#pf
plane. These simulations also allow us to identify RDC andA; obtained when we fit the OS data sets, and the averaged
distributions Qgyn ~ 0) that preserv®,, as a valid observable  valuesiA,Cand[ACover the RS sets are presented with respect
to be interpreted in terms of the “static” or nondynamically to increasing number of selected residues. In the case of
averaged tensor. In principle, always assuming the GAF model simulated data for both proteins, the valueg\gbbtained with
we have used is valid, these findings would allow us to select the most selective OS data set are close to the values used to
residues intelligently, to calculate the static alignment tensor simulate data and decrease systematically when more residues
more accurately. To test this approach we have selected thoseare added. This is expected, as the added residues are increas-
residues having the lowest values |[@fqy,| as derived from ingly sensitive to dynamics (with higheXqy, values) and this
simulation, for the alignment tensor analysis. We can apply this dynamic averaging is increasingly aliased into the tensor
selection procedure using the tensor derived from a standard,definition (vide supra). The randomly selected data sets give
static analysis of experimental data because the Euler anglesaverageA,[values that are lower and insensitive to the number
are not significantly affected when 1D-GAF averaged data are of residues used. When we examine the experimental data from
analyzed in this way. Eight data sets using this optimal sampling both proteins, the same trends are reproduced: the extragted
(OS) were created, using an increasingly higher threshold for values are higher using those sites we predict to have less
Agyn, until the whole data set was included. A series of 50 dynamically affected RDCs. The randomly selected data sets
control data sets (RS) were also created for comparison with give a uniformly scaled[Aj] which is again essentially
each of the OS data sets, using a random selection of the saméndependent of the number of vectors included in the analysis.
number of vectors. The dependence of alignment tensor amplitude on the nature
This analysis was performed using RDCs simulated from a of the selected residues demonstrates that an artificial decrease
known static structure, and using experimental RDCs from of alignment tensor parameters will generally occur if GAF-
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Figure 2. Angular sampling and NNH RDC distributions in the presence of anisotropic peptide plane motion. Histograms of accessihieRIDCs and
angular sampling for residues A68, T71, A80, and K109 assumirg15° 1D-GAF motion. Simulation of 50 000 peptide plane conformations from a
Gaussian distribution centered around the static plane orientation was performed using the protein SiR. A definition of the alignmemgdensat60

x 1074, A, = 0.0,0 = —59.85, ¢ = 97.60, andy = 47.85. Static, Dsta) and averagedx,) values of RDC are plotted as solid and dashed vertical lines,
respectively. For residues A68 and K1@, and D,y lines are superimposed and cannot be distinguished.

like motions are present but are not specifically incorporated noise €squc), Simulated randomly at all amide sites in the protein
in the analysis and provides some evidence that these anisotropi¢see Methods). In Figure 5, values Af derived from this
motions are actually present. Other factors that can decreaseana|ysis and the associatgtivalues are shown for simulations
alignment tensor parameter accuracy, for example experimentalcarried out using increasing amounts of structural noise. This
nolise,_ WOU'E be_;xpected It(? be 0; random n:;lture, 'a?c? t::is behavior is compared to the value obtained when 1D-GAF
selection of residues would not be expected to yield the _; ; _ qro : ;
dependence observed here, as demonstrapted by the iﬁsensitivitilmmawd dgta (usmgr_— 15 are fltted_to the nonnoisy :

’ tructure using the static model, as described in the preceding

of the random selection. . :
section. The results clearly show that high levels of structural

Structural Noise Simulations. I. Underestimation of align- - .

- qmse must be present to match the scaling effects on the
ment tensor amplitudes has also been related to the presence oaIi ament tensor amplitude incurred due to 1D-GAF motion
structural noisé! We have therefore explored the extent of these g i P . ) o

CW|th this amount of structural noise, the quality of the fitting

effects and compared them to those incurred due to anisotropi 5 )

internal motion. To achieve this, exact data from the static model (¢/N = 70.5), is clearly unacceptable compared to the 1D-GAF

were fitted to structures with increasing amounts of structural Simulated data, where low values;3fN (0.86) are still obtained
even foro = 15°. This demonstrates that structural noise of

this kind will not become a significant contributing factor to

(51) Zweckstetter, M.; Bax, Al. Biomol. NMR2002, 23, 127—-137.
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Figure 3. Effects of symmetry of RDC distribution on averaging. RelationshipAgf| with the skewness paramet&k for (a) Ar = 0.0, (b)Ar = Ad3,
and (c)Ar = 2AJ/3 for calculated for 144 peptide planes distributed throughout the model protein SiR, assumibs 1D-GAF motion. A total of 50 000
orientations were calculated from a Gaussian distribution centered around the static orientation. In &l easei6.0 x 10~4 and Euler angles specified
in the Methods have been used.
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Figure 4. Selection of optimal N-NH vectors for the calculation of alignment tensor parameters: fitgahd A, parameters (dashed lines) for optimally
selected (OS) data sets; average fittdgland (A J(solid lines) for randomly selected (RS) data sets. OS data sets contdiH Mectors with the lowest

N values ofAqyn, While RS data sets contah randomly selected NNH vectors. This procedure was applied for simulated value3,af (A and C) and

for experimental RDC (B and D), for proteins SiR (A and B) and MsrA (C and D). Note that the error bars correspond to the standard deviation of the 50
RS sets. Definition of the tensor obtained using the whole experimental RDC data set was used for the generation of theBipulated

alignment tensor scaling before the general fit quality will have  Before applying this to experimental data, the validity of this
deteriorated to an unacceptable level due to the same noise. approximation was tested using numerical simulations of “true”
Direct Fitting of a Common Amplitude GAF Motion —Vali- 1D-GAF (about the*Ci_;—%C axis) assuming a known static
dation from Simulation. Selection of RDCs that can be tensor. We used a modified Module algorithm to optimi&g (
predicted to be insensitive to GAF-like averaging can therefore A, 0, ¢, ¥, 0) and compared this analysis to the static model
be used in alignment tensor analysis to give a more preciseoptimizing Aa, A, 0, ¢, ¥). Fitting the simulated dynamic data
definition of the tensor. A serious limitation of this approach is using the ortho-GAF model results in correct valuespA,,
of course that the number of available RDCs is concomitantly andA, and fits closely to the simulated data, validating the ability
reduced, and the uncertainty in the alignment tensor determi- of the geometric model to describe true 1D-GAF motion (Table
nation thereby increases. It would be more useful to include 1). As mentioned above the static model aliases the dynamic
the anisotropic motion directly into the analytical expression averaging effect into inaccurate static parameters, in particular
for the RDC. As shown in Theory, it is simple to define the systematically lower values f@k; andA,. Not surprisingly the
average coupling in the presence of an approximation to the quality of the data reproduction using the ortho-GAF dynamic
1D-GAF model, consisting of Gaussian axial fluctuations of model, measured by the value, reveals a highly significant
amplitudec around an axis perpendicular to the-NH vector improvement compared to the static model (Table 1; Supporting
(ortho-GAF). Information, Figure S1). It is worth noting that data simulated
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Figure 5. Effects of structural noise and GAF motions Agand quality
of data fitting. Points (filled circles) on the line follow the extracted values
of A4 (y-axis) and the equivalent reducgtivalue &-axis), when exact data

is fitted to structures with different degrees, of Gaussian structural noise

(14,2,3,4,7,9, 10, and 22-see Methods). The square represents the value
obtained when 1D-GAF (T} data is fitted to model structure. Scaling of
As equivalent to that experienced under= 15° 1D-GAF motion would
require structural noise leading to a very poor /N > 70). The model
structure used was SiR, wi, and A, values of 16.0x 1074 and 10.6x

1074

using a cylindrically symmetric motion would give no improve-

similar and in the range of 25We have extended our analysis
to a number of other published-N'H RDC data sets. In the
case of dihydrofolate reductase (DHFR) aligned in two different
alignment media, a significant improvement is detected using
the anisotropic motional description for both data sets. Data from
lysozyme, aligned in bicelles and in charged bicelles, again
showed a highly significant improvement using this model
compared to the static model, with a common amplitude.pf
=16.5 and 17.9determined from the two independent analyses.

An exceptionally high-resolution crystal structure is available
for the protein lysozyni® (0.92 A), for this reason we have
extended our analysis of these data to include the loop regions,
which constitute approximately half of the structure. We find
that the dynamic fits are again significantly better than the static
model. The optimal average amplitude for the entire data set
increases to,, = 17.9 and 18.8 while use of only loop regions
giveso,y = 19.6 and 20.1 It is worth noting that the alignment
tensors components extracted from these analyses are similar,
whereas the analysis using the static model gives different values
for AgandA, depending on whether loops or secondary structure
are used.

A value ofg,y in the range of 15is thus found for secondary
structural elements for all data sets where a significant improve-

ment between the static and dynamic models, as this motionMent is observed on the basis of thevalue. We have also

scales all RDC identically irrespective of the orientation with
respect to the alignment tensor frame.

MD simulations suggest that true peptide plane motions may

be more complicated than the 1D-GAF model, comprising

replaced the imposed axis of rotation such that axes orthogonal
to the*Ci—;—2C direction (in the peptide plane or orthogonal
to it) are used in the dynamically averaged model. Not
surprisingly, we find no significant improvement in any of the

additional, lower amplitude modes about axes orthogonal to the téSted data sets with respect to the static model candalues

oC;_1—%C; axis2° We have therefore simulated 3D-GAF motions

assuming the amplitudes calibrated from relaxation data analy-

of < 1° are found.
We have also assessed the possible reasons why an improve-

sis20 and fitted these data to a static model and to eq 1 (Table ment may not be found for some data sets. In particular, we

1; Supporting Information, Figure S1). The ortho-GAF analysis
again extracts values af,,, A;, and A that are close to the
simulated values and fit the RDC significantly better than the
static model.

Structural Noise Simulations. Il. The possible effects of
structural noise on this analysis were also tested: A{NN

initially found no significant improvement for the molecule
ubiquitin, despite apparently high measurement prec&idhis

lack of observable effects was tentatively ascribed to less
complete sampling of orientational space by the different peptide
planes present in the secondary structural elements present in
this protein. This conclusion was supported by analysis-efN

vectors in the static SiR structure were reoriented either aroundRDC from ubiquitin aligned in different medid, where

randomly oriented axes or around t#@_;—*C; axis, in both
cases by angles drawn from a Gaussian distribution of width
esruct= 5° (see Methods). Data calculated from the static model

were then fit to these 100 structures using the static and ortho-

significant improvement is indeed found (Table 1) using a data
set sampling angular space more broadly than other data sets
(Supporting Information, Figure S2). To characterize these
effects more quantitatively, we have performed the following

GAF models. No statistical improvement between the static and Simulations.

dynamic fits was found, while values of, < 1° were extracted.
We conclude that structural noise is unlikely to alias into fictive
motions. Notably for GAF-simulated data fitted to the same
structure, correctr values are still determined, demonstrating
the robustness of the method with respect to this kind of error.
Direct Fitting of a Common Amplitude GAF Motion —
Application to Experimental Data. In an initial application

Structural and Random Noise and Completeness of
Angular Sampling. Increasing amounts of random noigey
were added to simulated RDC under the influence of 1D-GAF
in the presence of the five alignment tensors corresponding to
the five best-fitting data sets used in the recently published study
of ubiquitin>%0 Structural noise et = 5°) was again
randomly added to th¥H and N coordinates of the protein to

of this approach, we have extracted optimal average amplitudescreate 100 structures. The noisy data from the five different

of peptide plane motion using single-alignment mediumNK

tensors were fit to these structures using the static and dynamic

RDC data from secondary structural elements in two proteins models presented above. Figure 6 shows the dependence of p

studied in our laboratory: methionine sulfoxide reductase
(MsrA, 221 amino acids) and the 18 kDa domain of sulfite

(the probability that the fit improvement is due to noise), and
d(0) (the standard deviation of the derivedialues, essentially

reductase (SiR, 165 amino acids), both aligned in bacteriophagethe precision with which this can be determined) for the five

solution. A significant reductionp( < 0.05) in the total? is
found for both MsrA and SiR between the static and the ortho-
GAF averaged model (Table 1). The optimal valuesdigrare

alignment tensors with respect to simulated random noise levels.
This reveals that different angular sampling and alignment tensor
amplitudes result in a significantly differing ability to character-

J. AM. CHEM. SOC. = VOL. 126, NO. 15, 2004 4915



ARTICLES Bernad6 and Blackledge

Logp <
1.0 £

1.6

20 = .

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
€ran (H2)

Figure 6. Effects of random and structural noise on fitting GAF motion using different alignment tensors for the protein ubiquitin. Data were simulated

usingo = 15° 1D-GAF motion in the presence of increasing levels of random nejg¢ from 0 to 1.5 Hz, using the best fitting alignment tensors derived

from the original experimental data séts! These data were fit to 100 structures, each contaiaifag:= 5° structural noise. The ability of these data sets

to detect the GAF motion is characterized by the average value gf)lamfneasure of the significance of the improvement in the data fitting when using

the GAF model compared to the static model, &(w) the standard deviation of the extracted amplitude of the motion. Filled circles represent data simulated

using the tensor derived from CHAPSO/DPLC/CTAB (10:50:1); filled squares represent data simulated using the tensor derived from Chapso®PLC; fille

triangles represent data simulated using the tensor derived fr@iZE5/hexanol); empty circles represent data simulated using the tensor derived from Pfl

phage; empty squares represent data simulated using the tensor derived from Bicelles. Notably the data set that fits best in the presence & $0ise (CHA

DPLC/CTAB) corresponds to the experimental data set that gives a significant improvement using the GAF model.

ize oay in the presence of the same levels of noise. It is of from the different structures is reassuring for the validity of
particular interest to note that the simulated data set that providesthis analysis; in particular, we note the convergence wdlues
the best characterization ef (the lower lines in each plot)  for those fits in which one can have most confidence as judged
corresponds to the only experimental data of the five that by the statistical testing procedure described here. Interestingly
actually gives a significant improvement using the dynamic the neutron diffraction structuré,which is the only study to
model. This demonstrates the sensitivity of this technigue to report explicitty on amide proton position (or in this case
the combination of low levels of angular sampling and low deuteron) also fits the data to high precision and resolves a
levels of alignment, in the presence of imprecision, even for highly significant improvement using the dynamic model.
simulated data. Without going any further in this analysis, this  Sensitivity of Different Peptide Plane RDCs to GAF
already identifies a possible reason for the lack of significant Motions. Up to this point we have addressed the effects of
improvement in some data sets from small proteins. dynamic motions on NNH RDCs. In the following, we explore
Effects of Structural Resolution on Extracted Dynamic the dynamic averaging effects of 1D- and then 3D-GAF motions
Parameters. The precision of the coordinates of the protein on commonly measured RDCs from additional spin-pairs in the
structure is clearly a potentially important factor affecting the peptide plane. Distributions of sampled RDC for different
analysis of dynamics from this technique. To characterize thesecouplings belonging to the same peptide plane-{N, C'—
effects, we have analyzed data from 13 X-ray and neutron NH, ®C—C’, and C—N) are shown in Figure 7a for 1D-GAF
crystallographic structures of hen egg white lysozyme at and 3D-GAF motional models. Averaging behavior of RDCs
different diffraction resolutions ranging from 0.9 to 2.1A and in the same plane is found to be heterogeneous, depending on
compared their fitting characteristics. The results, shown in the orientation of the plane with respect to the alignment tensor.
Table 1b, suggest that the technique is largely robust with respect3D-GAF histograms are in general smoother than 1D-GAF
to structural resolution. All analyses showing statistically sampling and in all cases sample a broader spectrum of RDCs.
significant improvement to a level @f < 0.05, comparing the  Further inspection of 3D-GAF histograms reveals that 48'N
fit using the dynamic model with the static model, extract similar vectors out of 146 (31%), explore more than the 90% of the
values foro (17.1+ 1.1°, in a range from 14.9 to 18Band whole RDC range, while this figure is only 3% ¢€—C', 15%
show no detectable dependence on crystal diffraction resolution.of C'—NH, and 10% of C-N couplings.
Two fits do not give a significant improvement in the fit, and Figure 7c shows the normalized absolute valueSf along
the o values should therefore not be interpreted as physically the sequence for the four kinds of peptide plane RDCs in the
meaningful (these values ave= 12° and 19). It is of interest presence of 1D-GAF motions.\'H RDC are clearly the most
to note that the resolutions of these two structures are very affected by this kind of averaging, followed by the-®H, C' —
different (1.3 and 2.0 A), and that the structure with the lowest N, and finally the®C—C' coupling which shows the lowest
resolution (2.1 A) exhibits both loy? and lowp value (0.0007) values ofAqyn. This differential behavior is of course determined
between the two models. The reproducibility of GAF amplitudes by the geometry of the peptide plane that defines the orientation
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Figure 7. Sampling characteristics of different backbone vectors in the presence of 1D and 3D GAF motions. a. Histograms of accessible values of RDCs

in a 1D-GAF (18) dynamic regime in SiR. From top to bottom: panels corresponding to residues N73, D168, L179, and R197. Histograms corresponding

to N—NH, C'—HN, *C—C', and C—N distributions are shown. Simulations were performed using —16.0 x 1074, A, = A¢3, and Euler angles defined

in the Methods. b. Histograms of accessible values of RDCs in a 3D-GAF dynamic regime in SiR. From top to bottom: panels corresponding to residues

N73, D168, L179, and R197. Histograms corresponding t6'N, C'—HN, “C—C', and C—N distributions are shown. Simulations were again performed

usingAs = —16.0 x 1074, A, = AJ/3, and Euler angles defined in the Methods. c. Normalized absolute valdegof eft (right) panels correspond to the

1D-GAF (3D-GAF) model. Simulations again used the SiR structural model Ayith Ay/3 and tensor definition specified in the Methods.

of each vector with respect to th€;_;—*C; axis (79, 67, 42, therefore expect this coupling to provide the most accurate
and 12 for N—NH, C—NH, C'—N, and *C—C' vectors determination of static tensor parameters.

respectively). Figure 7c also shows the systematic increase in Alignment Tensor Determination Using Different Back-

the absolute values gy, from 1D- to 3D-GAF due to the bone RDCs.The effect of dynamic averaging on alignment
two additional reorientation modes. Peptide plane rotations tensor determination was again characterized by fitting 1D- and
around thes axis affect all vectors in the same way, as the  3D-GAF averaged RDCs to the static structure from which they
axis is perpendicular to the plane, while sensitivity of different were created. Results of the fitted parameters compared with
RDCs with respect to rotations around thexis are the inverse  those used as input for the simulation are shown in Table 2.
of those around the major axig)( so that the N-NH vector is This again demonstrates that GAF-averaged RDCs always yield
the most insensitive and tH&€—C' vector the most sensitive.  smaller fitted parameters than those used to generate the data,
In both 1D- and 3D-GAF motional regimes, assuming the although these effects are very different depending on the type
amplitudes used in the simulation are reasonable *@eC’ of RDC. In the 1D-GAF modelA, values are underestimated
RDC is the least affected by dynamic averaging, and we would by 8.8%, 7.9%, 4.3%, and 1.3% forN'H, C—NH, C'—N, and
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Table 2. Fitted Tensor Parameters for 1D- and 3D-GAF Simulated Data? Using the Static Tensor Model

Aﬂlheo Arlheo Aaal\ A’a\l AHNH ArNH AaCH A,CH Aacc Arcc AaCN AVCN
(1074 (1079 (107%) (1074 (1079 (1079 (1074 (107%) (1074 (1079 (1074 (1074
02 (8] 02 o) %)
1Db- —16.00 0.00 —14.67 —0.12 —14.60 —0.13 —14.74 —0.23 —15.80 —0.04 —15.32 —0.12
GAF (473) (390) (37.2) (2.27) (2.47)
—16.00 —5.33 —14.67 —4.96 —14.60 —4.96 —14.78 —5.00 —15.80 —5.27 —15.34 —5.08
(470) (388) (39.9) (2.55) (2.71)
—16.00 —10.67 —14.70 —9.77 —14.64 —-9.71 —14.82 —9.83 —15.81 —10.52 —15.36 —10.16
(563) (451) (48.5) (3.33) (3.51)
3D¢- —16.00 0.00 —14.05 —-0.12 —13.97 —-0.13 —14.13 -0.27 —15.17 —0.05 —14.72 —0.19
GAF (445) (364) (34.5) (2.58) (2.31)
—16.00 —5.33 —14.06 —4.76 —13.99 —4.75 —14.18 —4.80 —15.18 —5.06 —14.75 —4.90
(456) (368) (36.8) (2.62) (2.51)
—16.00 —10.67 —14.08 —9.38 —14.03 —9.31 —14.23 —9.42 —15.20 —10.08 —14.78 —9.75
(541) (435) (44.8) (3.01) (3.19)

a Average values of backbone RDC for the different coupling types were simulated from 50000 Monte Carlo simulations using.t&éAsa¢dand
Euler angle definition specified in the Methods. An uncertainty of 0.5 Hz for all couplings has been used for date fitimge Carlo simulations of
1D-GAF motions about theC;—;—*C; axis (¢ = 15°).  Monte Carlo simulations of 3D-GAF motions{ = o3 = 6.7°, 0, = 16.6").

, . . Table 3. Comparison of Extracted Alignment Tensor Parameters
“C—C RDC, respectively. The same order is found for the 3D- jging the Static Model? from Experimental N—NH and *C—C' RDC

GAF dynamic models, where underestimation &f fitted

A (104 ANH (1074 ALSE (104 ACE (107
parameters are 12.7%, 11.7%, 8.0%, and 5.2% oMM, C—  gata set W A wn L, e
N r__ — H . .« .

H, C—N, and “C—C' respectively. Again the rhombicity g ~15.99+ 0.05 —10.49+0.08 —16.88+0.33 —11.22+ 0.30
(defined asA/A,) and the Euler angle®( ¢, y) are essentially (phage) 1984 62
unaffected by these averaging effects. It is also clear from Table ?/'EW ) 13.80+ 0-078825-5& 0.07  14.33:0.14 " 5.04+0.16

. . . phage
2 that the highest valu_es_ of the_error functjghcorrespond in protein G —13.624 011 —4.06+0.13 —15.0940.39 —3.954 0.60
all cases to the NNH fitting, while ®*C—C' and C—N RDCs (bicelles) 478.4 39.1
yield much higher precision fits to the structural model. ?’I‘Jterilns —7.40% 0-0362—11-8% 010 -8.56+ 0-4415 g2-23i 0.65
alcono . .

The generally used NH bond lengthryy = 1.041+0.006  proein@  11.37+4009 1.24£009  13.45:041 131048
A was determined from calibration compared to RDCs measured (phage) 565.8 20.4
between heavy atortfsand represents the vibrationally corrected E’;g‘e'”i) 9.62% 0'1320 1'5& 010 1087038 13 94'57i oot
average? The authors of the earlier calibration stétiguggested pm?e'iﬁ @ 9081007 5.62L0.14 9.99+ 0.41  6.19+ 0.41
that N—NH specific motions were partially responsible for the (pos. gels) 397.2 17.7

unexpectedly long value for this distance compared to values — ] ] ]
a Refers to fitting A, A, 0, ¢, 1) assuming static structure. Fittédo,

C‘?mm‘?”'y use_d, for exam_ple 'ﬁ_sN relaxation and neutron ¢, andy values are found in the Supporting Informati8iData from ref
diffraction studie$? We can investigate to what extent common  24. < Data from ref 279 Data from ref 18.

GAF-like motions could account for this distance scaling using
the results in Table 2. The ratio of effective alignment tensor distance of 1.04 A (vide supra), values derived frontC—C'

values A, niAacco) for @ 1D-GAF motional amplitude of couplings are slightly (4%) higher than those derived from
= 15° gives a factor of 1.08, equivalent to a distance scaling of N—NH.

1.026. Assuming a static value of 1.02 A, the motionally scaled  The »2 values in Table 3 indicate that significantly higher
value would then be 1.046 A, confirming that a valuecoih quality fitting is obtained usingC—C' RDCs than N-NH,
this range could account for the distance calibration determinedassuming the same experimental precision. While this is also
in the earlier study. predicted from the 1D- and 3D-GAF simulated data (Table 2),
Experimental Alignment Tensor Determination Using the range of RDC must be taken into consideration when
Different Backbone RDCs. Simulations introduced above comparing relative/? values, due to the effects of any kind of
indicate a differential accuracy in the prediction of alignment structural imprecision or dynamic processes on the different
tensor parameters for diverse peptide plane vectors, due toRDCs. For example an orientational error &fifh the model
different sensitivities to anisotropic dynamic averaging. To structure will induce a more than five times greater difference
determine whether we could detect the largest expected differ-in hertz for a calculated NNH RDC than for &2C—C' RDC.
ences from simulation (betweé@—C' and N-NH couplings), The resulting contribution to the totaf value will then be 25
we have fitted data sets from different experimental systems times greater assuming the same error. From the simulated 3D-
using the static model (Table 3). In agreement with predicted GAF data, a ratio of2 from N—NH and*C—C' RDC of 145 is
effects, systematically higher values &f are extracted from  found, significantly greater than the value expected simply on
“C—C' RDCs fitting compared to those from other kinds of the basis of the RDC range. In the case of experimental data
vectors. It is however impossible from this analysis to separate (Table 3) the ratio is 21.7 7.9, which is close to that which
the scaling effects due to dynamic sampling from scaling we might expect simply due to the different dynamic ranges of
incurred due to the choice of optimal internuclear distance. It the two couplings.
is possibly worth noting that if we use the motionally scaled  This implies that the uncertainty in the fitting process is
dominated by either structural noise or dynamics, both of which

Eg%g case. DJ. Si_‘,’(”;?a'lgm')\ﬁﬁ'l,fg% B 2 et Crysiallogr.1977 are sources of systematic error if interpreted using a static model.
B33 3796-3802. It is however impossible to distinguish between these effects
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unless they are taken into consideration specifically in the fitting 7able 4. - Alignment Tensor Determination Using Simultaneous
process. For this reason, we have developed the following ﬁ\r}g'rggisngmoaeﬁfnd C~C' RDC from Static and Ortho-GAF
approach to fitting"C—C' and the N-NH RDC simultaneously

. As A o
toa common 3D-QAF motion. . data it (109 W0 (deg) .
Combined Description of 3D-GAF Motion for N—NH and SR on - 658 —1071

C'—eC RDC. We demonstrated above that a simple analytical 7(') +(Fé7agé) Zt;rt]'c :18:18 :12:08 14.97 0-003
approximation of motionally averagedN{H RDC (ortho-GAF) MSR (phage) static 13.83 5.52 0.002
can be used to approximately model data simulated using all 69+ 74 dynamic ~ 15.12 6.04 1476
three components of the more complex motion, containing EBOEZ‘GG (C12E5/hex)) Z‘art]';mic :g'gg j-g‘l) 1475 0.001
smallgr amplitude rotations about axes orthogonal t6-the — protein G (bicelles) gtatic ~1392 -353 0.04
*C; axis (3D-GAF). Here we take this approach one step further 51+ 43 dynamic —14.48 —3.84 12.05
and model 3D-GAF data simulated from different backbone PrOteTG (PG-Gel) dstatIC_ 9-176 5.76 1130005
RDCs using a combination of the analytical 1D-GAF motion 201 46 ynamic 9.5 593 11.30

- . . . protein G (phage) static 11.55 1.26 0.009
and an additional axially symmetric component to the motion 49+ 46 dynamic  12.26 1.37 13.64"

introduced to represent the averaging effects of the remaining
equal amplitude modes. This axially symmetric component *Datafitto (s A, 6, ¢, , 0) using eq 9 and 10 simultaneously. Fitted

les RDC if v ind d f their di . di A0, ¢, andy values are found in the Supporting InformatirData from
scales S uniform y'_ independent of their '.reCt'on and IS yef 24.cpata from ref 279Data from ref 18 Probability that the
equated here to the simple order paraméﬁrlntroduced improvement in the fit is due to random fluctuation.
earlier. The aim here is to test whether the two additional small . . ) .
rotational motions in the directions orthogonal to the 1D-GAF Were used. This strategy was applied to proteins SiR and MsrA
motion (s axis) can be absorbed into a general parametrized aligned in bacteriophage Pfl, both studied in our laboratory,
scaling factor. We have tested this model, by comparing the Offering excellent sampling of angular space in both™ and
data numerically simulated using 3D-GAF motions, to an “C—C' coupling data sets. In comparison to the fit using only
analytically calculated dipolar couplin®y-nEpcar containing N—"H RDC the addition of*C—~C' data results in a similar
a single axially symmetric scaling terg* ., and the single ~ average amplitude of anisotropic motion @f, = 14.5 and

anisotropic motional termiDy_Md-car, defined in eq 6. oay = 14.4& for SiR and MsrA respectively (Table 4). Moreover,
This can be expressed as follows: p values decreased to 0.003 and 0.002 respectively, demonstrat-
ing that this model for anisotropic motion is able to reproduce
Dy vuEocar = S nDy_wnldcar (9) both N-NH and*C—C' couplings simultaneously and thereby

provide an improved definition of the alignment tensor.

The results (not shown) closely reproduce the numerically ~One potential advantage of the simultaneous fitting of multiple
simulated values, demonstrating, perhaps not surprisingly, that,couplings is the increased sampling of angular space compared
in the case of 3D-GAF motions where the two additional to that covered by NNH vectors in small proteins. We have
reorientation amplitudes are similar and small compared to the therefore also applied this approach to the recently published
N—NH motion, the latter dominates the anisotropic nature of backbone RDC data measured from proteitfGhe five data

the motion. The scaling paramet&}‘ ,,, can be optimized in ~ Sets containing only NNH RDC from this small protein showed
this fit to bring the slope equal to 1. no statistical improvement using the ortho-GAF model, an effect

Similarly we have compared thé-€C RDC calculated from  POssibly due to the small number of sites available in secondary
the numerical 3D-GAF simulation with a simple axially structural elements (vide supra). In the case ef'\N/*C—C'

symmetric model assuming a negligible anisotropic component, fitting, four of the five data sets yield a statistically significant
[De—«c@pear improvement compared to static fitting analysis (Table 4), with

average dynamic amplitudesaf, of 14.8,12.1, 11.3, and 13,6
with a higher significance for the former and latter data sets,
based on statistical characteristics. Note that using a lower
resolution crystal structure of 2.1 A (pdb reference 1pta)
motional amplitudes of 15.5, 12.2, and 14&8e extracted from
the same data sets for the three alignment media giving
The results again closely reproduce the numerical simulations statistically significant improvemenp & 0.004, 0.04, and 0.001
(results not shown)&:" . can again be optimized to make the for the alcohol, bicelle, and pc-gel mixtures respectively),
slope equal to 1. The values &y, and &_,c are very underlining the robustness of this approach with respect to
similar (0.96 and 0.95 respectively) and would correspond to crystallographic resolution noted above for lysozyme.
axially symmetric motions in a cone of half-angle 910.5. The average amplitude of the detected motions is therefore
The similarity of the RDCs calculated using the 3D-GAF essentially reproduced in four independent alignment systems
simulations and the two models, suggests that for these twofor the same molecule. In addition average motional amplitudes
backbone RDCs simple analytical definitions (eqs 9 and 10) determined from two larger proteins from our laboratory
can be safely used to model averaged RDCs in the presence ofeproduce the observations derived from—MH vectors
the complete 3D-GAF motion. alone. This combined approach to fitting-NH and *C—C'
Simultaneous dynamic fitting of N—NH and *C—C' RDCs. RDC therefore substantiates the results of our analysis-OfHN
N—NH and*C—C' RDCs were simultaneously fitted to eqs 9 alone.
and 10 to determine average amplitudes for the anisotropic q,) ajagner, T.: Alexander, P.; Bryan, P.; Gilliand, GBiochemistry1994
motion. Initially only data from secondary structural elements 334721.

Mewcboar ¥ T ucKs A3 cog0 — 1) +

g’Ar sinf6 cos2p| (10)
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Conclusions imprecision in the three-dimensional coordinates, or structural
noise. For this reason, we have systematically studied the
potential of mistakenly interpreting this noise as dynamics at

analysisi®202223ere we have assessed the potential of using each step of. our analy5|§. Wg find that randomly dls.trlbutec.i
structural noise cannot give rise to the observed anisotropic

this geometric model for peptide plane reorientation to analyze ional itudes d din th - |

and extract dynamic information from dipolar couplings mea- motional’ amplitudes detected in the experimenta SVSt?T“_S

sured in weakly aligned samples. From simulation, we find that presented here. We are also able to demonstrate the sensitivity
of this technique to a combination of structural noise and low

these motions differentially affect measured RDCs, dependingI Is of | ing. 1 o f ller d
on the orientation of the peptide plane in the principal axis evels of angular sampling, for example from smaller data sets.

system of the alignment tensor, and therefore affect apparent We have further addressed this issue by taking one data set
tensor parameters extracted from these data. The consequencdtom lysozyme, and fitted this to 13 different resolution crystal
of this orientation-dependent scaling on alignment tensor Structures. There is no evidence that low-resolution structures
determination have been simulated, and expected effects havéan be expected to give rise to artificial motions in this resolution
been reproduced in experimental data from diverse proteins.f@nge. Analysis using structures from throughout this range
This already provides evidence for the existence of GAF-like reproduces the data with almost equivalently high accuracy, and
motions in proteins. To study this further we have developed Shows similarly high significance of the dynamic model over
an approximate analytical definition of averaged RDC under the static model. The spread of motional amplitudes from
the influence of a simple GAF-like motion. the structures that give a significant improvement over the

This description allows the incorporation of an average Static model is quite small, suggesting that the method is in
peptide plane reorientation amplitudgy into alignment tensor fact quite robust with respect to diffraction resolution levels up
analysis using single-medium-N'H RDC data sets. Application ~ t© 2.1 A, while the only two structures that do not give
to secondary structural elements from five different proteins s:tatistically significant improvement have very different resolu-
detects significantly improves descriptions of the alignment 10N
tensors, and determines optimurgy values ranging from 14.4 Two advantages of using the GAF-model to describe con-
to 17.0 for the different proteins. While the assumption of formationally averaged RDC can be identified here: the first
common amplitude motions in secondary structure is an is that a more accurate definition of the alignment tensor
approximation, this average amplitude is quite closely repro- amplitude can be derived using this description. Second, this
duced between the different proteins studied here, and we notemethod allows the detection of average small amplitude
that the similarity with results from a detailed analysis'#g/ anisotropic motions in proteins from relatively easily measurable
15N spin relaxation data in terms of the 3D-GAF model,(~ data, on time scales where motions are not always accessible
16°).20 For one protein with an exceptionally high-resolution from other NMR techniques. This information is averaged over
crystal structure (lysozyme) we have extended the analysis todata sets containing many RDCs, and therefore only gives an
the whole protein, finding reproducibly higher (from two overall picture of average peptide backbone reorientations within
independent data sets) average anisotropic motional amplitudeghese regions. The observation that average motional amplitudes
in loop regions ¢ay &~ 20°) than in secondary structure. The found in secondary structural elements are comparable to the
importance of incorporating anisotropic motions into RDC motional amplitudes commonly derived from spin relaxation
analysis for the precise determination of the alignment tensor certainly does not exclude the possibility of significant local
is particularly evident in this case, where similar valuesAgr  fluctuations from this average behavior.
andA, are only extracted from the loop and secondary structural  In conclusion, this general approach, of including a known
elements when GAF-like motions are allowed. geometric model into the definition of motionally averaged

We have also examined the sensitivity of other backbone RDCs, will hopefully allow more precise interpretation of RDC
RDCs present in the peptide plane to anisotropic motion of this for structural and dynamic analysis of proteins in solution.
kind, and identified the*C—C' vector as the least affected
commonly measuretD coupling. We have therefore used this ~ Acknowledgment. This work was supported by the Com-
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combined analysis is the increased effective angular sampling
available from the additional vector, which allowed us to extract
similar average motional amplitudes from four of the five
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Any analytical treatment requiring knowledge of local
structure will be susceptible to potential artifacts due to local JA036977W

Anisotropic reorientational modes of peptide planes have been
evidenced using long MD simulations and relaxation rate

Supporting Information Available: Figures showing static
and dynamic fits of simulated 1D and 3D GAF data, figures
showing angular sampling from two data sets from ubiquitin,
and tables showing the rhombicity and Euler angles for the
analysis in Tables 1, 3, and 4. This material is available free of
charge via the Internet at http://pubs.acs.org.
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